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Hypothesis

H1: Recognition performance will be positively correlated with semantic proximity

“People are more likely to remember objects
that are paired with visuals that are familiar

for that object.” — e.g. cactus in the desert




Methods




Methods

4 different backgrounds

80 objects in total

Covering the whole distribution of semantic proximity

w..@w‘ﬁ? SO
& ) (> (s /i\mr.:.@
Y e @8 ¢ /sm 2y

Game Task Recognition Task Classification Task Within-subject design




Methods

Game with 4 different backgrounds (levels)

e Each level has 20 objects associated with it. Items for each level will be chosen

to try to cover the whole distribution of semantic proximity (total of 80

objects)

® Game Task: subjects play the game

® Recognition Task: Subjects are shown a set of seen and unseen objects in the
end and are asked to recognise the ones they came across during the game

e C(lassification Task: Subjects rank object-background semantic proximity on a
scale of (1) “this doesn’t belong here” to (6) “this belongs here”

e Within-subject design: We measure if the rating for semantic proximity

correlates with the recognition performance




Choosing Game Assets

Backgrounds will be: Desert, Jungle, Beach, Snowy Landscape
Objects will be picked at random from a large catalog of objects

Using a classification dataset like WordNet or Word2Vec, we will ensure that
only 50% of objects are very positively or negatively correlated with their
background, leaving 50% as “moderately correlated.”




Game Task




Game Task

2D Unity Game
“Platformer”/”Sidescroller”-style game (like Super Mario Bros)
4 Levels, each with its own background

20 objects placed in a random order and at random intervals throughout level
Player must “collect” each object by jumping on it

The player doesn’t complete the level until all objects are collected.




Objects Remaining: 13
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SOSci

der onlineFragebogen

Object Recognition

Survey conducted in the SoSci platform

® Subjects are shown a set of 80 objects, 40 seen and 40 unseen, in random

order

® For each object subjects are asked to recognise the ones they came across
during the game

e They answer on a confidence scale from 1 (“Yes, very confident”) to 6 (“No,

very confident”)




Object Recognition

Survey conducted in /SOSCI
der onlineFragebogen

Subjects are shown, in random order, 80 objects: 40 seen 40 unseen

Subjects are asked to recognise the objects they came across during the game,

and answer on a confidence scale from 1to 6

w6




oFb - der onlineFragebogen

Did you see this object in the game?
Please click or use the left and right arrow keys to select “Yes™ or “No”

Real Time Interaction Project, Universitat Pompeu Fabra — 2019 ' ' 20% completed




soSci
oFb -der onlineFragebogen

Did you see this object in the game?

Yes, very Yes, No, No, very
Sonnien

Real Time Interaction Project, Universitat Pompeu Fabra — 2019 [[7] 29% completed




Semantic Proximity

For each of the 4 scenes, subjects are shown 20 objects and are asked how
well each object fits

® Objects are the same as in recognition task, shuffled within each background

e Both of the seen and unseen objects consist of 30% “highly-correlated”, 30%
“negatively-correlated” and 40% “random” objects

® Subjects rank object-background semantic proximity on a scale from 1 (“Not

at all”) to 5 (“Fits perfectly”)




Semantic Proximity

Subjects are shown the same 20 objects/scene as in the recognition task,
shuffled within each background
30% “highly-correlated” objects

Both seen and unseen objects consist of: 340, “negatively-correlated” objects

40% “random” objects
Subjects are asked how well the objects fit into the background

Semantic proximity is ranked on a scale from 1to 5

1 2 3 4 5
Not at all © D © ) Fits perfectly




How well do you think the object below fits the environment
on the right?
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How well do you think the object below fits the environment
on the right?

Not at all O Q Fits perfectly



Example: Objects asked for the winter scene

Seen: 3 Highly correlated

Seen: 3 Negatively correlated
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Example: Objects asked for the winter scene

WINTER
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Did you see this object in the game?

YES

How confident are you in your choice?

1 2 3 4 5 6 7



Results




Demographics

N =25
® Age: 20- 34 years
e Slightly more male

participants
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Recognition Performance: Seen ltems

Frequency

10.0

8.0

1 1
2.00 3.00 4.00 5.00
Seen Average Recognition

1
6.00

Scale:

o 1 =yes, very confident
o 3 =yes, maybe
© 6 =no, very confident

Mean = 2.70, Std. Dev. = 0.5
Overall very good

recognition performance




Normality Test

Kolmogorov-Smirnov® Shapiro-Wilk

Statistic df Sig. Statistic df Sig.
Average ,130 40 ,086 ,936 40 ,026
Recognition f
a. Lilliefors Significance Correction /

Our data is not normal




Spearman Correlation

H1: Recognition performance will be positively correlated with semantic proximity

Sig. (2-tailed)
N

094 L——

40

Average
FitintoContext
Spearman'srho  Average Correlation Coefficient ,269 Slightly
Recognition | significant!

But not what

we expected...




Spearman Correlation

Bad
performance

3.00+

2.50

2.00+

Seen Average Recognition

1.50

Good
performance

1.00 T T T T
1.00 2.00 3.00 4.00

1
5.00

Coefficient = 0.27

Average Rating =
2.5 (out of 6)

Doesn’t fit Seen FiiintoContext Fits perfectly




Good
performance

Average Unseen Recognition

Bad
performance

Spearman Correlation: Unseen ltems

5.50

5.00

4.507]

e No significant correlation
® Mean Recognition=4.4

® Average fit into context

4.004

o o & - rating = 2.5
2 % o S
o e e Overall also very good
ST R e
o o o discrimination performance

3.50

2.60 3,(|)0 4,60 5.60
Average Unseen FitintoContext




In-Game Logging




Realtime logging with Firebase

rti-penguin-game
- sessions

L. 15jywmGLNUyh8cF2KJsQAQ

® Un'que SESSION ID tO I|nk L levels

=1

in-game logging with survey L. collectables
l Babywagon
resu |tS l collect_time: 58.04

b screen_time: 4.025333
- Bed

® Logged collect time and time

on screen for each object in Enf.
each level - Dolphin
- Flippers
- Ghost

- Hairdryer
- Hazelnut
- Iceskates

3 Key

- Laptop




Analyzing Firebase data

& Penguin Game Data Analysis 77
File Edit View Insert Runtime Tools Help
Wrote a Colab Notebook to extract i L e A

. ~ Convert Firebase screentime data to CSV
data from the Firebase APl and

¥ Load JSON data from Firebase

write it to a CSV, which we fed into
SPSS.

[ 1 firebase = firebase.FirebaseApplication('https://rti-penguin-game.firebase

[ 1 fb_sessions = firebase.get('/sessions', '')
print(fb_sessions)

> {'15jvwmGLNUyh8cF2KJsQAQ': {'levels': [None, {'collectables': {'Babyw|

v Create list of leted survey ref

p

[ ] valid_tests = [
'n3UEtNQ_ 4UaOLwi3rdmIdA',
'5dRIOCI__1ECpBo9ti Q2KA',

' BpzSgBLz00CmzJCpRSApPFQ',
'mJYHRRK71EayMpWRrTieKQ',
'wX257dIy9ESxXDVz3dxAGdg',
'gTXW_EKN6k2HX3GJJagJuw',

' 3UKAYosUAk6 £vhv5UT4qww' ,
'4LglMlr_ 5kKX 5AGuBwdow',
'15jvwmGLNUyh8cF2KJsQAQ' ,
'UOnP4VyWPEunVz4SLsHx1lw',
'tocleJMAfUimli6lc_ ElVw',

' zRyO+WTOCERIIODKSWITa THu '



https://colab.research.google.com/drive/1dAJB7TXNJOx1n7IdS2yTi0PqBg_WArGE?authuser=1
https://colab.research.google.com/drive/1dAJB7TXNJOx1n7IdS2yTi0PqBg_WArGE?authuser=1

Spearman Correlation: Screen Time

R, Linear = 0.068

Significance (1-tailed)

0.152
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Spearman Correlation: Screen Time

ScreenTime Recognition
(sec)

Spearman-Rho Correlation 1,000 -,169
Coefficient

Sig. (1-tailed) 152

N




Conclusions




Conclusions

Our results are not strong enough to reject the null hypothesis and accept

H1: Recognition performance is positively correlated with semantic

proximity

We actually detected the opposite trend:

Recognition performance seems to be negatively correlated with semantic

proximity .
People seem to remember better the objects that don’t fit the background




Discussion




Discussion

Although our results pointed to a certain trend, they weren’t conclusive

Further research is needed

We didn’t find a convincing semantic proximity model

We used and validated our own model

The semantic proximity results we got could be used in future studies




Thank youl!
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